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Abstract—Routing algorithms in the IP Internet provide a single path between each With the exception of DASM [17], all of the above routing algo-
source-destination pair and where more than one path is provided, they are paths rithms focus on the provision of a single path to each destination. A
of equal length. Single-path routing is inherently slow in responding to congestion drawback of DASM. however, is that it uses multi-hop synchroniza—
and temporary traffllc bursts; multiple paths are better suited to haqdle F:ongestlon. tion, which limits its scalability. Recently, we presented MPDA [16]
Also the paths provided in RIP and OSPF are not free of loops during times of net- . . . . . h .
work transition, which can be debilitating to network performance. We present a WhIC.h is the first routing al_gomhm based on “nk__Sta_teS that PrO\”des
distributed routing algorithm for computing multiple paths that need not have equal  Multiple loop-free paths using one-hop synchronization. In this paper,
length between each source-destination pair in a computer network such that they we present a variant of MPDA called MPATH, which is the first routing
are loop-free at every instant—in steady state as well as during network transitions. algorithm based on distance vectors that (a) provides multiple paths of
The algorithm is scalable to large networks as it uses only one-hop synchronization unequa| cost to each destination that are free of |OOpS at every instant
which is unlike diffusing computations that require internodal synchronization span- . . L

} : ) X ; — in steady state as well as during network transitions, and (b) uses
ning multiple hops. The safety and liveness properties of the algorithm are proven and 7 7 . .
its complexity is analyzed. a synchronization mechar_nsm that_ spans only one hop,_whlch makes
it more scalable than routing algorithms based on diffusing computa-
tions spanning multiple hops. MPATH is a path-finding algorithm, and
[. INTRODUCTION differs from prior similar algorithms in the invariants used to ensure

; ; o ultiple loop-free paths of unequal cost. The peculiar differences be-
The most popular routing protocols used in today's internets e en MPATH and MPDA is a result of the differences in the kind of

based on the exchange of vectors of distances (e.g., RIP [7] .
EIGRP [2]) or topology maps (e.g., OSPF [11]). RIP and many oth ormaﬁon that ”Of’es exchange. .
routing protocols based on the distributed Bellman-Ford algorithm Section II'descrlbes MPAT_H. Section I presen@s the correctness
(DBF) for shortest-path computation suffer from theuncing effect Proofs showing that MPATH is loop-free at every instant, safe, and
and thecounting-to-infinityproblems, which limits their applicability V& Section IV analyzes the complexity of MPATH. Section V pro-
to small networks using hop count as the measure of distance. O%fes concluding remarks.
and algorithms based on topology-broadcast (e.g., [15], [12] ) incur too
much communication overhead, which forces the network administra-  I. DISTRIBUTED MULTIPATH ROUTING ALGORITHM
tors to partition the network into areas connected by a backbone. T’Ris
makes OSPF complex in terms of router configuration required. EIGRP
uses a loop-free routing algorithm called DUAL [3], which is based on A computer network is represented as a graps (N, L) whereN
internodal coordination that can span multiple hops. is set of nodes (routers) ardis the set of edges (links) connecting the
In addition to DUAL, several algorithms based on distance vectoR@des. A costis associated with each link and can change over time, but
have been proposed to overcome the counting-to-infinity problem isfalways positive. Two nodes connected by a link are called adjacent
DBF [14], [10], [9], [17]. All of these algorithms rely on exchangingnodes or neighbors. The set of all neighbors of a given nagigenoted
queries and replies along multiple hops, a technique that is sometiragV*. Adjacent nodes communicate with each other using messages
calleddiffusing computationsbecause it has its origin in Dijkstra andand messages transmitted over an operational link are received with no
Scholten’s basic algorithm [1]. errors, in the proper sequence, and within a finite time. Furthermore,
A couple of routing algorithms have been proposed that operate §4¢h messages are processed by the receiving node one at a time in
ing partial topology information [4], [6] to eliminate the main limita-the order received. _A node_ dete_ct_s the_ fgllu_re, recovery and link cost
tion of topology-broadcast algorithms. Furthermore, several distribute@@nges of each adjacent link within a finite time.
shortest-path algorithms [8], [13], [5] have been proposed that use thel he goal of our distributed routing algorithm is to determine at each
distance and second-to-last hop to destinations as the routing inform@de the successor set affor destinationj, which we denote by
tion exchanged among nodes. These algorithms are often called p&tift) C N', such that the routing graphiG; (¢) consisting of link set
finding algorithms or source-tracing algorithms. All these algorithm&m, n)|n € S (t), m € N} is free of loops at every instanteven
eliminate DBF’s counting to infinity problem, and some of them [5] ar@hen link costs are changing with time. The routing grafi; (¢)
more efficient that any of the routing algorithms based on link-state if®r single-path routing is a sink-tree rootedjabecause the successor
formation proposed to date. Furthermore, LPA [5] is loop-free at eve$§tsS; (t) have at most one member. In multipath routing, there can be
instant. more than one member 8% (¢); therefore SG; (t) is a directed acyclic
graph withj as the sink node. There are potentially sever@l; (¢)
This work was supported in part by the Defense Advanced Research Projects Agency (DARPA) urfl%l; each deStinatio!j; hOWEVEI_’, the routing graph W_e are intere_sted is
grants F30602-97-1-0291 and F19628-96-C-0038. defined by the successor sé&§(t) = {k|D}(t) < Di(t),k € N'},
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ProcedureINIT-PATH Procedure NTU

{Invoked when the node comesjup. {Called by PATH to process an evént.
1. Initialize all tables. 1. If event is a message M from neighbar
2. RunPATH algorithm. a. For each entryj{ d, p] in M //Note d = D}, p = p}.)
End INIT-PATH SetDj;, < d andp;, < p.
b. For each destinatiopwith an entry in M,
Algorithm PATH Remove existing linksr, j) in T¢ and add new
{Invoked when a message M is received from neigtbor link (m, 7, d) to T;, whered = D};, — D,
or an adjacent link tdk has changed or when a node is andm = p;-k-
initialized.} 2. If the event is an adjacent link-status change, uptiated
1. RunNTU to update neighbor tables. clear neighbor tables df, if link is down.
2. RunMTU to update main tables. End NTU
3. For each destinationmarked ashanged
Add update entryf, D}, p:] to the new messagk/’. Fig. 2. Neighbor Table Update Algorithm
4. Within finite amount of time, send messalg to
each neighbor.
End PATH by k andp,, is the predecessor foon the shortest path fromto
j as notified byk.
Fig. 1. The PATH Algorithm 4. TheNeighbor Link TableT} is the neighbok’s view of the net-

work as known tai and contains link information derived from

_ the distance and predecessor information in the neighbor distance
where D; is the shortest distance of nod¢o destination;. We call table.
such a routing graph trehortest multipatfior destinatiory. 5. Adjacent Link Tablestores the cosk, of adjacent link to each

After a series of link cost changes which leave the network topol-  neighbork. If a link is down its cost is infinity.

ogy in arbitrary configuration, the distributed routing algorithm should Nodes exchange information using update messages which have the
work to modify SG; in such a way that it eventually converges to théollowing format.
shortest multipath of the new configuration, without ever creating a 1. An update message can one or more update entries. An update

loop in SG; during the process. entry is a triplet j, d, p], whered is the distance of the node
BecauseDf is nodek’s local variable, its value has to be explic- sending the message to destinatjoandp is the predecessor on
ity or implicity communicated toi. If Dj-k is the value ofDJ’-C the path togj.

as known to node, the problem now becomes one of computing 2. Each message carries two flags used for synchronizagioery
Si(t) = {k|Dj,(t) < Dj(t)}. However, because of non-zero prop-  andreply.
agation delays, during network transitions there can be discrepancies ] _
in the value ofD} and its copyD}, ati, which may cause loops to C. ComputingD;
form in SG;. To prevent loops, therefore, additional constraints must As mentioned earlier, our strategy is to first design a shortest-path
be imposed when computir}. We show later that if the successor sefoyting algorithm and then make the multipath extensions to it. This
at each node for each destination satisfy certain conditions called sybsection describes our shortest-path algorithm PATH and the next
loop-free invariant conditions, then the snapshot at timithe routing  supsection describes the multipath extensions. Figure 1 shows the
graphSG; (t) implied by Sj(t) is free of loops. Our solution to this pseudocode of PATH. INIT-PATH is called at node startup to initial-
problem consists of two parts: (1) computify using a shortest-path ize the tables; distances are initialized to infinity and node identities
routing algorithm called PATH and (2) extending it to compH;fesuch to a null value. PATH is executed in response to an event that can be
that they satisfying loop-free invariant conditions at every instant.  either a receipt of an update message from a neighbor or detection of
an adjacent link cost or link status (up/down) change. PATH invokes
B. Node Tables and Message Structures procedure NTU, described in Figure 2, which first updates the neigh-

; ; : distance tables and then updaf&swith links (m, n, d) where
As in DBF, nodes executing MPATH exchange messages contalnﬁ% ; ; : . P
9 g 9 (Ei vx — D, andm = py,,.. PATH then invokes procedure MTU,

distances to destinations. In addition to the distance to a destination, 'f'nd N 5 which HUCEE b ing the tonolodi
nodes also exchange the identity of the second-to-last node, also ¢ .%m (Ijeth n dl_guret I,' which constru y merging the topologies
predecessor node, which is the node just before the destination noH ndthe adjacen |nk1$_. . . . .
on the shortest path. In this respect MPATH is akin to several pr(ig,]. he merging process is straightforward if all neighbor topologies

algorithms [5], [13], [8], but differs in its specification, verification and* co_ntaln consstent_lmk |nfprr_nat|_on, but \_Nhen two or more n_e|gh-
rs link tables contain conflicting information regarding a particular

analysis and, more importantly, in the multipath operation described] . - .
the r?ext section P Y P P Ilrak, the conflict must be resolved. Two neighbor tables are said to

Th o L S . contain conflicting information regarding a link, if either both report

e following information is maintained at each nade . I .

o . i i . the link with different cost or one reports the link and the other does

1 The Main Dlstarlce Tat.)le:qntenllnsDj‘ gndpj, whereDj is the o conflicts are resolved as follows: if two or more neighbor link
distance of nodeéto destinatiory andpj is the predecessor to des-iapjes contain conflicting information of linkn, n), thenT" is up-
tination;j on the shortest path froirto j. The table also stores for gateq with link information reported by the neighbothat offers the
each destinatiop, the successor sé;, feasible distancé'D;},  shortest distance from the nodéo the head node of the link, i.e.,
reported distanc& D a_nd two flagchangedandreport-it. L+ Di, = min{l, + D |k € N'}. Ties are broken in aonsis-

2. TheMain Link TableT™ is the node’s view of the network andtentmanner; one way is to break ties always in favor of lower address
contains links represented ifyn, n, d) where(m, n) is alink neighbor. Becausgitself is the head of the link for adjacent links, any
with costd. . information about an adjacent link supplied by neighbors will be over-

3. TheNeighbor Distance Tabléor neighbork containsD}, and ridden by the most current information about the link available to node

pj-k WhereD}k is the distance of neighbérto j as communicated . Figure 4 shows the significance of the tie-breaking rule.



Procedure MTU
1. Clear link tableT™.
2. For each nodg # 4 occurring in at least on&},
a. FindMIN « min{Dj;, +Ij|k € N'}.
b. Letn be such thaM/ IN = (Dj, +1;,). Ties are
brokenconsistently Neighborn is the preferred neighbor
for destinationj. For each link {, v, d) in T,
Add link (j, v, d) to T".
3. UpdateT™ with each linki:,.
4. Run Dijkstra’s shortest path algorithm @H to
find newD}, andp),. o
5. For each destinatioj) if D} or p; changed from

(b) previous value, sathangedandreport-it flags forj.
Table showing the preferred neighbors. End MTU
Destination | p | g | X | ¥y | ]
Distance 2(1(2|3]5 Fig. 5. Main Table Update Algorithm
Pref. Nbr plalalp]|a

Fig._3. Example illustrating the main table update pr_ocgdure. .(a) Shows Fhe adjacenq_et FD;-, called the feasible distance, be an ’estimate’ of the dis-
links and neighbor tables of node (b) Shows the main link tabléafter merging the . L. i i
neighbor tables tance of node to nodej in the sense thak'D; is equal toD; when

the network is in stable state, but to prevent loops during periods of
network transitions, it is allowed to be temporarily differ franj.

P——®
< \@ Loop-free Invariant Conditior{& FI)[16]:
@X@/
() i k i
FDi(t) < D) keN 1)
@ 2 < Si(t) = {k|Dj(t) < FDj()} @
@/ o) The invariant conditions (1) and (2) state that, for each destination

@
? is less than the distance of nodlt® j that is known to its neighbors.
@ @
(b) Theorem1: [16] If the LFI conditions{ are satisfied at any ting
the SG; (t) implied by the successor sef$(t) is loop-free.
Proof: Letk € Si(t) then from (2) we have

? @ Qf j, a nodei can choose a successor whose distange &3 known ta;,
0] ®

oW
®\@>—<®

© ik(t) < FDi(t) ®3)

Fig. 4. Significance of the tie-breaking Rule. (a) An example network with unit link costs. Atnodek, because nodeis a neighbor, from (1) we have

(b) Nodei has the costs of its adjacent links and the shortest path trees of its neighbors

p andgq. The distances of nodesandy from i is identical through both neighbogs .

andg. (c) If MTU breaks ties in arbitrary manner while constructifig, it may choose FD]I-C (t) < Di(t) 4)
p as the preferred neighbor for nodeand choose as preferred neighbor for node

resulting in a graph that has no path frano j. Ties, therefore, cannot be broken in Combining (3) and (4) we get

arbitrary manner.

FDI(t) < FDi(t) (5)
After merging the topologies, MTU runs Dijkstra’s shortest path al-

gorithm to find the shortest path tree and deletes all links ffdrthat Eq.(5) states that, if is a successor of noden a path to destina-
are not in the tree. Because there can be more than one shortest{jathy, thenk’s feasible distance tg is strictly less than the feasible
tree, while running Dijkstra’s algorithm ties are again broken in a codistance of nodé to j. Now, if the successor sets define a loop at time
sistent manner. The distanc@é and predecessopé can then be ob- t with respect tgj, then for some nodg on the loop, we arrive at the
tained fromT". The tree is compared with the previous shortest pattbsurd relation” D¥ (t) < FD?(t). Therefore the LFI conditions are
tree and only the differences are then reported to the neighbors. If theufficient for loop-freedom. [ ]
are no differences, no updates are reported. Eventually all tables conThe invariants used in LFI are independent of whether the algorithm
verge such thaDj- give the shortest distances and all message activitges link states or distance vectors; in link-state algorithms, such as

will cease. The proofs are given in section Ill. MPDA, the Dj-k are computed locally from the link-states communi-
o cated by the neighbors while in distance-vector algorithms, like the
D. ComputingS; MPATH presented here, the’,, are directly communicated.

In this subsection, the final desired routing algorithm MPATH is de- The invariants (1) and (2) suggest a technique for compusi(g)
rived by making extensions to PATH. MPATH computes the successifch that the successor grafit; (¢) for destinationj is loop-free at
setsS; by enforcing the Loop-free Invariant conditions described b@very instant. The key is determinidgD} (¢) in Eq. (1), which requires
low and using a neighbor-to-neighbor synchronization. nodei to know D;-“i (t), the distance from to nodej in the topology



Procedure INIT-MPATH cannot send any update messagesdit neighbors to any successor

{Invoked when the node comes up. set. After receiving replies from all its neighbors the node is allowed

1. Initialize tables and run MPATH. to modify the successor sets and report any changes that may have oc-
End INIT-MPATH curred since the time it has transitioned to ACTIVE state, and if none

of the distances increased beyond the reported distance, the node tran-

Algorithm MPATH sitions to PASSIVE state. Otherwise, the node sends the next update

{Invoked when a message M is received from neiglabor message with thguery bit set and becomes ACTIVE again, and the
or an adjacent link td: has changed. whole cycle repeats. If a node receives a message withkjubey bit

1. RunNTU to update neighbor tables. set when in PASSIVE state, it modifies its tables and then sends back

2. RUnMTU to obtain newD' andp'. an update message with theply flag set. Otherwise, if the node hap-
3. If node isPASSIVEr node]isACTIJVE/\ last reply arrived, ~ Pens to be in ACTIVE state, it modifies the tables but because the node
Reseigoactiveflag. is not allowed to send updates when in ACTIVE state, the node sends

For each destinatiof marked aseport-it, back an empty message with no updates butepéy bit set. If a re-

D e ) ot implic reply i aseumed, and sach arepy s aseutned {0 repor ar
(t:) gll))g i ?)?J’ Setgoactivefiag. infinite distance to the destination. Because replies are given immedi-
d. Adé I, Rlz)i-,p?] to messageM!’. ately to queries a_nd repli_es are assumed_to t_)e given upon link failure,
e. Clearreport{it fI]ag for j. deadlocks due to inter-neighbor sy_nchronlzatlo_n cannot oceur. Evgntu-
Otherwise, the node is ACTIVE and waiting for more replieglly’ all nodes become PASSIVE with correct distances to destinations,

For each destinatiop marked aghanged which we prove in the next section.
f. FD; + min{D;, FD;}

L I1l. CORRECTNESS ORMMPATH
4. For each destinatiohmarked ashanged
a. Clearchangediag for j The following properties of MPATH must be proved: (1) MPATH
b. Si « {k| D}, < FD;} eventually converges witP} giving the shortest distances and (2) the
5. For each neighbdt, successor grapBG; is loop-free at every instant and eventually con-
a M+ M. verges to the shortest multipath. PATH works essentially like PDA[16]
b. If event is agueryfrom k, Setreplyflag in M"'. except that the kind of update information exchanged is different; PDA
c. If goactiveset, Setueryflag in M". exchanges link-state while PATH exchanges distance-vectors with pre-
d. If M" non-empty, send/" to k. decessor information. The correctness proof of PATH is identical to
6. If goactiveset, becomelCTIV E, otherwise PDA and are reproduced here for correctness. The convergence of
becomePASSIVE. MPATH directly follows from the convergence of PATH because ex-
End MPATH tensions to MPATH are such that update messages in MPATH are only

delayed a finite amount of time.

Fig. 6. Multi-path Loop-free Routing Algorithm L. L. . . .
Definitions: The n-hop minimum distance of nodeto nodej in a

network is the minimum distance possible using a path lodps(links)
or less. A path that offers the-hop minimum distance is called-hop
minimum path. If there is no path witlh hops or less from nodgto j

then then-hop minimum distance fromto j is undefined. Am-hop
minimum tree of a node is a tree in which node is the root and all

tableT} that nodei communicated to neighbds. Because of non-zero
propagation delayl* is a time-delayed version df*. We observe
that, if nodei delays updating of' D; with D; until k incorporates the

distanceD;, in its tables, ther’ D; satisfies the LFI condition. ;
Pseudocode for MPATH is shown in Figure 6. MPATH enforcegathS ofn hoEs or less from the root to any other node israhop
: minimum path.

the LFI conditions by synchronizing the exchange of update messageiet G denote the final topology of the network, as seen by an om-

among neighbors usingueryandreply flags. If a node sends a mes- . ~. )
. . . . . niscient observer, after all link changes occurred. (We use bold font
with ry bi hen the n must wait untireply is re- S . . .
sage with aquerybit set, then the node must wait untireply is re F'oerefer to quantities inG). Without loss of generality, assuné is

ceived from all its neighbors before the node is allowed to send t nected: ifG is disconnected. the proof lies t h connected
next update message. The node is said to be in ACTIVE state dur ected, 1t Is disconnected, the proot applies 1o each connecte
ponent independently.

this period. The inter-neighbor synchronization used in MPATH spal . .
P g 4 P We say that a routerknows at leasthe n-hop minimum tree, if the

only one hop, unlike algorithms that use diffusing computation that po- ined in | in link tablE’ i | h e
tentially span the whole network(e.g., DASM [17]). tree contained in its main link ta is at least am-hop minimum

Assume that all nodes are in PASSIVE state initially with correct diér_ee rooted at in G and there ar_e at leastnodes |rf1” th_at are reach-
y L?{Hg from the roof. Note thatT™ is such that the links with head nodes
i

tances to all other nodes and that no messages are in transit or pen than h fromi h ts that d "
to be processed. The behavior of the network where every node r %1?;‘2 ?r?lzios?giréps away Irom may have costs that do not agree

MPATH is such that when a finite sequence of link cost changes och\{%
in the network within a finite time interval, some or all nodes t0 g0 Thegrem2: If nodei has adjacent link costs that agree w@and
through a series of PASSIVE-to-ACTIVE and ACTIVE-t0-PASSIVEq; each neighbok, T represents at least gn — 1)-hop minimum

state transitions, until eventually all nodes become PASSIVE with cqfge, then after the execution of MTU, the minimum cost tree contained

rect distances to all destinations. in T is at least am-hop minimum tree.

_ Letanode in PASSIVE state receive an event resulting in changes proof: The proof is identical to the proof of Lemma 1 in [16] and
in its distances to some Qestlnathns. Befo_re the _node sends an “pgaﬁ?ovided in the appendix for convenient reference. m
message to report new distances, it checks if the distBride any des-

tination j has increased above the previously reported dist#hioe. Theorem 3: A finite time after the last link cost change in the net-

If none of the distances increased, then the node remains in PASSW&k, the main topologyl™ at each node gives the correct shortest
state. Otherwise, the node sets theeryflag in the update message,paths to all known destinations.
sends it, and goes into ACTIVE state. When in ACTIVE state, a node Proof: The proof is identical to the proof of Theorem 2 in [16]



and is provided in the appendix for convenient reference. | IV. COMPLEXITY ANALYSIS
A node generates update messages only to report changes in dis- - .
tances and predecessor, so after convergence no messages will be jnhe main difference between PATH and MPATH is that the update

erated. The following theorems show that MPATH provides instant iessages sent ir_] MPATH are delayed a finite amount oftime in order to
neous loop-freedom and correctly computes the shortest multipath. enforce the invariants. As a result, the complexity of PATH and MPATH

are essentially the same and are therefore collectively analyzed.
Theorem4: For the algorithm MPATH executed at noéldett,, be The storage complexitys the amount of table space needed at a
the time whenRDj- is updated and reported for theth time. Then, node. Each one of tha’® neighbor tables and the main distance ta-
the following conditions always hold. ble has size of the ord&p(|N|) and the main link tabl@* can grow,
during execution of MTU, to size at mogN‘| times O(|N|). The
FDi(t,) storage complexity is therefore of the orde(|N*||N|).
I . Thetime complexitys the time it takes for the network to converge
FDj(t) FDj(tn)  t€ [tn,tns1) (7)  after the last link cost change in the network. To determine time com-

Proof: From the working of MPATH in Fig. 6, we observe thatPlexity we as_sumeth_e compu?ation t?meto be negligible as compared to
RD:! is updated at line 3c when (a) the node goes from PASSIVELE communication times. tf, is the time when every node has the
to-ACTIVE because of one or more distance increases (b) the ndP minimum tree, because every node processes and reports changes
receives the last reply and goes from ACTIVE-to-PASSIVE state (8) finite time|t, 1 — t.| is bounded. Lettn+1 —tn| < 6 for some
the node is in PASSIVE state and remains in PASSIVE state becafi8&€ constant. From theorem 3, the convergence time can be at most
the distance did not increase for any destination (d) the node receiv¥4f and, hence, the time complexityds(| N').
the last reply but immediately goes into ACTIVE state. The reported The computation complexitis the time taken to build the node’s
distanceR D} remains unchanged during the ACTIVE phase. Becau§gortest path tree i from the neighbor table®y. Updating ofT™
FD; is updated at line 3a each tinieD; is updated at line 3c, Eq. (6) With 7} information isSO(|N*||NT) operation and running Dijkstra on
follows. When the node is in ACTIVE phasg,D} may also be modi- T take§0(|N ||Nll09(|N|))' Therefore the computation complexity
fied by the statement on line 3f, which implies Eq. (7). m SO(N'|IN|+ |_N |_|N|l09(|N|))_;

The communication complexitis the number of update messages
‘Theorem5: (Safety property) At any time, the successor setsrequired for propagating a set of link-cost changes. The analysis for
Sj (t) computed by MPATH are loop-free. multiple link-cost changes is complex because of the sensitivity to the

Proof: The proof is based on showing that tﬁd)j- ande com- timing of the changes. So, we provide the analysis only for the case of
puted by MPATH satisfy the LFI conditions. Leét be the time when single link-cost change. A node removes a link from its shortest path
RD;3 is updated and reported for tieth time. The proof is by induc- tree if only a shorter path using two or more links is discovered and
tion on the intervalt,, t»+1]. Let the LFI condition be true up to time once discovered the path is remembered. Therefore, a removed link
t», we show that will not be added again to the shortest path which means that a link

< min{RDj(ta—1), RD;(tx)} (6)
<

i < k can pe included and deleted from the shortest path by a node at m_ost
FD;(t) < Dj(t) t € [tnstni] ®) one time. Because nodes report each change only once to each neigh-
From Theorem 4 we have bor, an update message can travel only once on a link and therefore the
FDi(t,) < in{RD' (tn_.), RD' (tn g) Number of messages sent by a node can be at @@s|). For cer-
; i(tn) < mlhn{ Ji( ) ; i (tn)} © tain topologies and sensitively timed sequence of link cost changes the
FDj(tny1) < min{RDj(tn), RDj(tn+1)} (10)  amount of communication required by PATH can be exponential. Hum-
FD;'- ) < FDj- (tn) t € [tn,tni1) (11) blet [8] provides an example that exhibits such behavior, and though

PATH is different from the shortest-path algorithm presented in that pa-

per, we note that PATH is not immune from such exponential behavior.

FDj(t) < min{RDj(tn-1),RDj(tn)} t€ [tn,tnt1](12) However, we believe such scenarios require sensitively timed link-cost
changes which are very unlikely to occur in practice. If necessary, a

asmaII hold-down time before sending update messages may be used to
Efrevent such behavior.

Combining the above equations we get

Let ¢’ be the time when message sentbwt ¢,, is received and
processed by neighbdr. Because of the non-zero propagation del
across any link¢' is such that,, < ¢’ < ¢,11 and becaus®D} is

modified att,, and remains unchanged (it,, t»+1) we get V. CONCLUDING REMARKS

A k ’
RD; (t_”_l) = Di i(® tE[tn,t) (13) We have presented the first routing algorithm based on distance in-
RDj(t,) < Dji(t) telt tuti] (14) formation that provides multiple paths that need not have equal costs
From Eq. (13) and (14) we get and that are loop-free at every instant, without requiring inter-nodal

) ; ; i synchronization spanning more than one hop. The loop-free invariant
min{RDj(tn-1), RDj(tn)} < Dji(t) tE€ [tn,tnt1] (15) conditions presented here are quite general and can be used with ex-

From (12) and (15) the inductive step (8) follows. Becahige (t,) < isting internet protocols. The multiple successors that MPATH makes
Dfi(to) at initialization, from induction we have thaf D} (t) < available at each node can be used for traffic load-balancing, which as

D¥,(t) for all t. Given that the successor sets are computed based'bn have shown using other algorithms (MPDA [16]) is necessary for
Ji '

i - . _ imizing delays i twork. MPATH therefore b d
FDj, itfollows that the LFI conditions are always satisfied. According 9 CEEYS 11 8 nEor can meretore be Used as an

i the Th 1 this imolies that th is al Hiternative to MPDA to get similar performance. In a future work we
Igopireeeorem Is implies that the successor gisiph is always intend to compare the performance of the three multipath routing al-

gorithms MPATH, MPDA and DASM[17] in terms of control message
Theorem6: (Liveness property) A finite time after the last chang€@verhead and convergence times and analyze their relative merits.
in the network, theD; give the correct shortest distances ad =
{k|D¥ < D} k€ N'}. ) . _ i , .
J . J . - . d[1] E.W.Dijkstra and C.S.Scholten. Termination Detection for Diffusing Computatién®rmation
_ Pr_oof. _The proof is s_lmllar to the proof of Theorem 4 in [16] an Processing Lettersl1:1-4, August 1980.
is provided in the appendix for convenience. B 2] D. Farinachi. Introduction to enhanced IGRP(EIGREjsco Systems Incluly 1993.
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N} Similarly, let@., be such that for each € Q., D;; + i =
min{D:, + 1|k € N'}. If k € Q, andk ¢ Q;, then it follows
Proof of Theorem 2: from same argument as in case (a) that»> j in T} is greater than
Let H', denote am-hop minimum tree rooted at nodeén G and cost ofv — j in G implying T} is not a(n — 1)-hop minimum tree
let M, be the set of nodes that are withinhops fromi in Hi,. Let — & contradiction of assumption. Becausehas the highest priority
DI denote the distance éfto j in Hi,. Letd;; be the cost of the link @mong all members of; and@, C Q; andk € Q., K also has
i — j. Nodei is called the head of the link— j. The notation ~» j  the highest priority among all members @f,. ThereforeQ, C Q;.
indicates a path fronito j of zero or more links; if the path has zeroAlso, from the same argument it can be inferred thate Q.. This
links, theni = j. The length of patti ~» j is the sum of costs of all proves thav — j will be included in the construction @?,. Because
links in the path. DLY +d,; = DY in G, whered,; is the final cost of linky — j,
and length of ~» v in G, is less than or equal %" from induction
Property 1: From the principle of optimality (the sub-path of ahypothesis, we have length ok j in G, less than or equal oL,
shortest path between two nodes is also the shortest path betweerTtie proves part 1 of the theorem.
end nodes of the sub-path),if and H' are twon-hop minimum trees
rooted at nodé and M and M’ are sets of nodes that are withirhops ~Proof of Theorem 3:

APPENDIX

from i in H andH' respectively, thed/ = M’ = M;, andl}/ﬂ, >1n. The proof is by induction o, the global time when for each node
For ?*;?‘Ch? € M, theJJ‘?”gth iojf pathi ~» jin both H andH" is equal ; 7 is atleast:-hop minimum tree. Because the longest loop-free path
toDy’. Forh > n, Dy’ < Dy’ in the network has at mo#f — 1 links whereN is number of nodes in

Let A" = |J, o v: Ak, WhereA} is the set of nodes iff;,. Because the networkzy_1 is the time when every node has the shortest path to
T} is at least ar{n — 1)-hop minimum tree and nodecan appear at every other node. We need to show that ; is finite. The base case is
most once in each oll, eachA} has at least — 1 unique elements. ¢;, the time when every node has 1-hop minimum distance and because
Therefore, A’ has at least. — 1 elements. the adjacent link changes are notified within finite time< oco. Let

Let M be the set o — 1 nearest elements to nodén A°. That t, < oo for somen < N. Given that the propagation delays are finite
is, M, C A’,|M,| =n—1, and for eacly € M, andv € A’ — M,,, each node will have each of its neighbartiop minimum tree in finite
min{D}, + ly|k € N'} < min{D;, + |k € N'}. time aftert,,. From Theorem 2 we can see that the node will have at

To prove the theorem it is sufficient to prove the following: least the(n + 1)-hop minimum tree in finite time aftdr,. Therefore,

1. LetG represent the graph constructed by MTU on lines 2 and 8.+1 < co. From induction we can see thiat_; < co.

(i.e., before applying Dijkstra in line 4). For eaghe M there

is a pathi ~ j in G}, such that its length is at moB};’. Proof of Theorem 6:
2. After running Dijkstra oG, on line 4in MTU, the resultingtree  The convergence of MPATH follows directly from the convergence
is at least am-hop minimum tree. of PATH because the update messages in MPATH are only delayed

Letus first assume part 1 is true and prove part 2 because itis simpldinite time as allowed at line 4 in algorithm PATH. Therefore, the
From the statement in part 1 for each nodes M. there is a path dlstancele in MPATH also converge to shortest distances. Because
i~ jin G}, with length at mosD}’. In the resulting tree after runnmg changes thl are always reported to the neighbors and are incorpo-
Dijkstra, we can infer there is a patr j with length at mosDy’.  rated by the neighbors in their tables in finite tint, = D for
Because there ave — 1 nodes inM,, the tree constructed has at Ieask € N' after convergence. From line 3a in MPATH, we observe that
n nodes including node. From property 1, it follows that the tree, 1 on node becomes passi\EDi Di holds true. Because all nodes

Cos\jgfg\?vd Ifo?/telezsrtt ?h%e(::glri?:r:;ézilm in non-decreasing ¢ Passive at convergence it follows tsat= {k|Di, < FD} k €
prove part - 9 Ni} = {k|D} < DIk € N}

order. The proof is by induction on the sequence of eIemenM,in
The base case is true becauserfor, the first element ofi?, lml =
min{lj|k € N'} andll,, = D™ As induction hypothesis, let the
statement hold for the firsk — 1 elements off/’. Consider then-th



